Recognition of Quantized Still Face Images
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Abstract— In applications such as document understanding,
only binary face images may be available as inputs to a face
recognition (FR) algorithm. In this paper, we investigate he
effects of the number of grey levels on PCA, multiple exempla
discriminant analysis (MEDA) and the elastic bunch graph
matching (EBGM) FR algorithms. The inputs to these FR
algorithms are quantized images (binary images or images Wi
small number of grey levels) modified by distance and Box-Cox
transforms. The performances of PCA and MEDA algorithms
are at 87.66% for images in FRGC version 1 experiment 1 after
they are thresholded and transformed while the EBGM algo-
rithm achieves only 37.5%. In many document understanding
applications, it is also required to verify a degraded low-wality
image against a high-quality image, both of which are from tle

Generally, face recognition task includes two steps. First
some features are extracted from a face image. Then iden-
tification or classification is accomplished using the ex-
tracted features. When face images are binarized using a
global threshold, significant information is lost. Tradital
intensity-based recognition algorithms would not work lwel
on binary face images. The loss of information will lead to a
reduction in recognition accuracy of almost all popularefac
recognition algorithms.

Turk and Pentland [3] proposed an eigen face method
which used principal component analysis (PCA) to identify
face images. This method has become a common method

same source. For this problem, the performances of PCA and
MEDA are stable when the images were degraded by noise,
downsampling or different thresholding parameters.

for face recognition on greyscale face images [4]. When
the number of grey levels decreases, the performance of
PCA could be impacted. Independent component analysis
(ICA) was introduced by Jutten et al [5] and Comon et
al [6]. This method tries to find statistically independent
As an important biometric feature, face images have beedmponents lying in the observed data. ICA may have a
used widely to identify humans. In most applications, fac@etter performance than PCA under some conditions [7].
images to be identified are grey or colored, which have sufn practice, the probability distribution of the observeatal
ficient information to extract good features, especiallyewh s ysually unavailable. ICA derives independent compament
the face imageS are obtained under controlled Conditions.l)ﬁrough numerical methods, which are not a|WayS guaran-
review of face recognition research conducted before 20Q8ed to vyield strictly statistically independent compasen
may be found in [1]. Schein etc. proposed a logistic version of PCA for analyzing
In some special cases, however, face images are collectsiflary data [8]. Although logistic PCA can achieve less
by scanning a passport or a drivers license. In these scannedonstruction error than PCA applied to binary data, it has
images, pixels in the face image may not have a wide rangeither a closed form of computation, nor a unique solution.
of possible values. When face images are photocopied Phis restricts the application of logistic PCA to pattern
faxed, the grey levels may also be distorted or lost. Thgcognition problems. Tang and Tao proposed a binary PCA
most commonly used photocopiers and fax machines workethod [9] by combining the PCA algorithm with Haar-like
in black and white mode only. They scan the original pagésinary box functions. This method actually was designed
and binarize the images using a global threshold. Somg decompose intensity images into a linear combination
techniques have been developed to locate faces using edgepinary box functions. Maver and Leonardis proposed a
information on black and white images [2]. PCA-based method to recognize binary images using grey-
In recent years it has become common to collect biograplevel parametric eigenspaces [10]. Their methods attemptt
ical or descriptive information about humans by scanningp match binary face images against a greyscale image
documents. Technologies to analyze scanned documerig, estimating the information lost during the binarization
such as page segmentation, optical character recognitigging eigenvectors obtained from greyscale images. They
etc. have been developed over the last 20 years. Howevigiroduced an assumption that the true values of edge pixels
the information collected from different sources may beén the binary image equal to the threshold value. Generally,
inconsistent. It is desired to validate and verify the facehis assumption does not hold. Thus, their method cannot
images collected from these low-quality sources. In thessstimate the lost information effectively. Belhumeur etc.
cases, both the gallery and probe set may consist of bingy1] proposed Fisherfaces, which adopted linear discramtn
face images only. Thus, face recognition techniques thahalysis (LDA), to analysis the feature extracted from face
work on binary images are needed. images. This method can be related to the Bayesian rule
when the features obey Gaussian distribution, which is not
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model (AAM) [13], active shape model (ASM) [14] and B. Multiple-Exemplar Discriminant Analysis
albe_do esfcimation [15], will also face some diffic_ulties!csi Linear discriminant analysis (LDA) is widely used in
the intensive featl_Jre cannot be extracted from binary imaggne field of pattern recognition. MEDA [17] uses several
Although local binary pattern (LBP) based methods [16pxemplar or even the whole sample set to represent each
extract features through local binarization, it also emtets 555, |ts effectiveness was demonstrated in [18]. MEDA is
problems on a binary image obtained by a global thresholgly extension of LDA, but has different definitions of within-

In this paper, we first investigate the performance of PCAg|ass and between-class scatter matrices. The MEDA method
based face recognition algorithm under different numbgg syummarized as follows. Let: denotes thejth sample

. J

of grey levels. Then we process the binary face imaggs the jth class. The within-class scatter matiik; and

with distance and Box-Cox transforms, which make th@etween-class matriX are defined by
probability distribution of pixels much more Gaussiarelik . [

and analyze the performance of the combination of PCA and o 1 OONT i i T 4
MEDA [17] algorithms on the transformed face images. W= z; N; Z Z(xj i) (@5 — @) )

The rest of the paper is organized as follows: In section J=tk=1

2, we review some face recognition algorithms suitable for ¢ cC 1 N N _ _

. N B . . N — 7 J 7 INT 5
binary images. In section 3, experimental results using thexs = E E NN E E (z), — ) (@}, —z)" (5)
proposed methods are presented. The influence of different i=1j=Lij#i 7 k=11=1

numbers of grey levels, the effects of different global binaywhere ¢ and N, are the number of all samples and the
rization criterion and the performance of the method undefumber of samples in thithe class respectively. Then the

different degradation models are discussed. A summary apgbjection matrixi¥' is obtained by maximizing the function
conclusions are given in section 4. .
det (WIS W)

ll. ALGORITHMS W= e W TSy W) ©)

A. Review of Principal Component Analysis Generally, MEDA requires multiple samples for each
Let C' denotes the covariance matrix of images, then thgubject in the gallery set. For the face recognition problem
PCA basis vectors are obtained by solving the eigenvalubscause of the symmetry of human faces, images in the
and eigenvectors of’: gallery set could be mirrored vertically so as to increase th

N number of samples.

=+ > (@i—m)(xi—m)"C=VEV" (1) |1, RECOGNITION OF QUANTIZED FACE IMAGES
=t A. Quantization and Binarization Method

where N is the number of imagesy; is the ith image, . . Lo
. . ; . . In our experiments, images with different numbers of grey
m is the mean of all imagesy is a diagonal matrix of . o S .
. . : levels were obtained by quantizing the original imagesgisin
all eigenvaluesV = [v;...v;...un]. v; iS the eigenvectors . Y
: o the minimum mean square error (MMSE) criterion [20].
corresponding to théh eigenvalue\;. Assume); > ... \; > . . .
- ) ) Some examples of normalized face images quantized by the
...An. The PCA coefficients are obtained by: : . -
MMSE quantizer are given in Fig. 1.
yi=WTla; 2)

where WT = [vi...v;...v,], n is the number of desired
principal components.

Though PCA does not make any assumption on the
probability distribution of the pixel values, when the vedu
of pixels obey a Gaussian distribution, PCA coefficients are
independent and obey a Gaussian distribution. The eigen-
value \; is proportional to the energy, of the image alongrig. 1. Face images quantized by the MMSE quantizer. (a) Flginel
the direction ofv;. So the number of desired principal com-9rey image with 256 grey levels. (b) The original image isrizad into 8

. . rey levels. (c) The original image is quantized into 4 greyels. (d) The

ponentsn could be determined by specifying the percemag%{iginal image is quantized into 2 grey levels.
of energy to be preserved:

@ (b) © (d)

SN Although the quantizer is able to quantize an image into
n = argmin % >p (3)  a specified number of grey levels using the MMSE criterion,
2im1 A it is sensitive to illumination variations if it is used to-bi

where M is the number of pixels of an image, p is thenarize images. When recognizing faces from binary images,
specified percentage of energy to be preserved. When thegions around eyes, nose and mouth are very important.
input to PCA does not obey a Gaussian distributian, Since the illumination on the whole face is generally not
still represent the energy, since; — m is a zero-mean evenly-distributed, the global binarization thresholduldo
random vector. The PCA coefficients are neither necessarihe affected even by slight shadows in the above-mentioned
independent, nor Gaussian, however. regions. In Fig. 1(a), the surrounding region of the origina



face image is slightly darker than the center region. So tHevels is plotted in Fig. 3. The quantization PSNR drops as
MMSE quantizer assigned darker values to the pixels ithe number of grey levels decreases. When there are less
the surrounding regions, as shown in Fig. 1(d). The shap#san 8 grey levels, the PSNR is less than 35db. A significant
of facial organs were submerged in this result, though themount of information is lost.
guantization error is minimized. We adopted the MMSE
guantizer in the experiments to investigate the effect ef th
number of grey levels on the performance of face recognition
algorithms. asf
For the binary face recognition problem, we adopted a
contrast based quantizer. Regions, such as eyes, nose ani
mouth, on a face image are generally much darker than
other regions. The shapes of these regions could be better
preserved when the original image is binarized under a s}
contrast criterion, which requires that the bright pixelshie
binary result account for a specified percentage. An example =)
is given in Fig. 2. Compared to the MMSE quantizer, this ‘ ‘ ‘ ‘ ‘ ‘
method could not only preserve the shapes of the organs 0 10 B nperofgray vels 60 o
better in binary result, but also can be easily implemented

in an ordinary fax machine. Fig. 3. The mean PSNR when the images were quantized intereiff
number of grey levels .
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The eigenvalues of the PCA covariance matrix estimated
from the images with different number of grey levels are
plotted in Fig. 4. The eigenvalues of the covariance matrix

s were sorted in the descending order. It shows that for the
Fig. 2. The original image in Fig. 1 is binarized under thetcast criterion.
The percentage of the bright pixels is 80%. 10°
10'h
B. Dataset

10°L fry

The performance of PCA, MEDA and the elastic bunch
graph matching (EBGM) algorithms was investigated using
the Face Recognition Grand Challenge (FRGC) database
version 1 [19]. In this database, experiment 1 is focused
on the recognition of still frontal face images obtained N}
under controlled illumination. In the gallery set there idyo
one controlled still image for each subject. Totally, there 10°}
are 152 images in the gallery set for 152 subjects, 608
images in the probe set. Images were mirrored vertically 10° 0 e 10 10°
in order to meet the requirements of MEDA. Similar to Faen ndex
experiment 1, experiment 2.IS fo_cus_ed on the face re(.:ogmtl%ig. 4. Eigenvalues of the covariance matrix of 2, 4, 8, 16 gtey levels
problem under controlled illumination, but has 4 differen mages. Their spectrums almost overlap in low order eidaega and have
images for each subject in the gallery set. There are totaltjgh order tails. The tails from up to down are from 2, 4, 8, 266 grey
608 images in the gallery set for 152 subjects and 243%els images.
images in the probe set. Experiment 4 concerns with face
recognition under different illumination conditions, wee tOP7 eigenvalues, the percentage of the energy they account
the images in the gallery set were obtained under controlld@F decreases as the number of grey levels decreases. As the
conditions and those in the probe set were obtained und@y¢mber of grey levels decreases, the values of the middle and
uncontrolled conditions. We investigated the performanfce high orders eigenvalues of the covariance matrix increases
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the algorithms on experiments 1, 2 and 4 of FRGC. and the energy tends to spread to high order eigenvalues.
According to Fig. 3, when images are quantized into fewer
C. Effect of the number of grey levels greylevels, the power of quantization noise increasess Thi

In order to investigate the effect of the number of greynight be a major reason for the energy spread phenomenon.
levels, we quantized the images in version 1 experiment 1 We quantized all the images in training, gallery and probe
database using the MMSE quantizer. The mean peak sigrsgts of experiment 1 and tested the performance of PCA,
noise ratio (PSNR) of the output of the quantizer when th®IEDA and EBGM algorithms. The recognition accuracies
original images are quantized into different number of gregf the algorithms using the Euclidean distance or the cosine



of the angles between two representations [19] as the metric 1
on rank 1 when the images have different number of grey
levels are plotted in Fig. 5. It appears that the combination o |
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' N ' the covariance matrix concentrates more in the low to middle
Fig. 5. Recognition accuracies of PCA and PCA*MEDA methods o o ey eigenvalues. Altough Gaussian kernel could make most
rank 1 when using different distance metrics and the images Hifferent . . .
number of grey levels on FRGC version 1 experiment 1. Theis-ax Of the energy concentrate in low order eigenvalues, it blurs
logarithmically scaled. The performance of PCA using theie distance  the image and suppresses the high frequency components,
gi"s‘zai‘ég"idsegg t‘gésc}ance are almost the same, so only the oigkisclidean  \ypjch generally carry significant discriminant informatio

The distance and Box-Cox transformations do not damp

of PCA and MEDA always has better performance than th€Se components. A cumulative match curve (CMC) com-
PCA only method. The cosine distance metric yields a bett@@rison of the PCA + MEDA method on binary images,
result than the Euclidean distance metric. The performanéBages processed by Gaussian convolution and images pro-
of each algorithm is almost the same, when the number 5f_assed by distance and Box-Cox transformation is shown in
grey levels is greater than 8. But the recognition accusaci&l9- 7.
drop severely when the images have fewer grey levels. Since

the quantization noise increases as the number of greyslevel 1
decreases, according to Fig. 3, much information could be 08l
lost or corrupted when the images are nearly binary. This
might be an leading to the reduction in performance.

D. Performance comparison on binary images

The distribution of the values of pixels in a binary image
is much more like a Bernoulli distribution, rather than a
Gaussian distribution. It has been suggested in [8] that the
performance may drop for non-Gaussian data. We tested the ~ °%®
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performance of PCA-based methods after the distribution of 084 T O images prosessed by Gaussian convoluion
the IXG|S were transformed tO be more GaUSSIan ‘‘‘‘‘ On images processed by distance and Box-Cox transform
p . . ’ . 0'820 2‘0 4‘0 66 éO 1(;0 1‘20 14‘10 160
We tried two different ways to transform the binary Index

images. One is to convolute the images with a Gaussian
kernel so that the distribution of pixels will be more likeFig. 7.  Performance on binary FRGC version 1 experiment lgésa
Gaussian than Bernoulli. The other way is to perform g€ accuracies on rank 1 for binary images, images procéss@hussian

: . . . . convolution and images processed by distance and Box-@asformation
distance transform (DT)[21] on the binary images first, inyre 82.73%, 82.24% and 87.66%, respectively.
order to extend the support of the pixels values. Each pixel
is assigned a value of the Euclidean distance from it to We binarized the images in FRGC experiments 1, 2 and
its nearest edge point. In our experiment, the pixels werk by the contrast criterion, and then processed them with
assigned positive values if they were white in the binargistance and Box-Cox transformations. The CMC curve of
images. Otherwise, they were assigned negative values. THRRCA + MEDA method is shown in Fig. 8, which shows
the Box-Cox transform[22] is adopted to convert the imagethat with the help of distance and Box-Cox transforms, the
processed by DT to be more like Gaussian. The eigenvaluescuracy of PCA + MEDA method on rank 1 is 87.66%,
in descending order, of the covariance matrices estimatedhich is about 10% lower than the performance on 256
from images binarized by the contrast criterion, and froe thgrey levels image (which is 95.96%, as shown in Fig. 5).
transformed binary images are plotted in Fig. 6. After Gaudn experiment 4, the original images were obtained under
sian or distance and Box-Cox transformations, the energy aficontrolled illumination conditions. The illuminatiom ¢the



face region varies significantly. The shadows on the fadenage may be obtained by searching a database using the text
images severely corrupt the output of the global binamati information, and cropping the low-quality binary face ineag

thus the performance in this situation is very low. from the document. Actually, the binary high-quality and
low-quality images are from the same source, but the low-

) . quality images are degraded. We used the images in FRGC
T | version 1 experiment 1 to simulate this situation. The gglle
set is constructed from binary face images with 80% contrast
An example is shown in Fig. 2. The probe set is binarized
with different global threshold from the same source images
or degraded by adding random noise or downsampling. Fig.
10 shows some examples of the images in the gallery set and
the degraded images in the probe set. The performance of the
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Fig. 8. Performance of PCA+MEDA on binarized images fromezipent

1, 2, and 4 of FRGC. The accuracies on rank 1 are 87.66%, 91aitdo

53.95%, respectively. Fig. 10. Degraded binary face images. (a) A binary face imagfained
from the original grey image with a contrast of 70%. (b) A iindace

In addition, we tested the EBGM method implementednage obtained from the original grey image with a contrds2a%6. (c) A
nary face image with a contrast of 80% was downsampled % @0the

by C_SU [23] on the same bl_nary dataset Ob_tamed_ frorﬁriginal size. (d) A binary face image degraded by additaedom noise,
experiment 1 so as to investigate whether binary imagesnr=gdb.

data could have any impact on feature-based algorithm.
Fig. 9 shows the best result we got. The reason for theRCA+MEDA method on noisy images, downsampled images

poor performance may be that the bunch graph cannot bad images binarized with different parameter under the
fit precisely and the features cannot describe the imageentrast criterion is shown in Fig. 11, 12 and 13, respelstive
effectively. This implies that the lose of intensity infoation ~ According to these results, for the same source images

could severely reduce the performance of intensity-basegrification problem, the algorithm is able to maintain arhig
methods. accuracy rate on rank 1 when the PSNR is greater than 7

db, or the images are downsampled to not less than 20%
of the original size, or the parameters in the contrast based
binarization varies no more than 10%.
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Fig. 9. Performance of EBGM on binarized images from expeniri. 0.2 i i i i i i i i i
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Peak SNR
E. Face verification under noise, down sampling and differ- Fig. 11. Same source verification rate under noise.
ent binarization threshold
In the application of binary face image recognition, the
IV. CONCLUSIONS

problem of verifying a degraded low-quality image against a
high-quality image is also of interest. When processing doc In this paper, we investigated the effect of the number of

uments containing binary text and face images informatiogrey levels on the performance of PCA, MEDA and EBGM
about one’s identity, it is required to verify if the text andmethods. When there are more than 8 grey levels, the perfor-
face images are consistent. In this case, a high-qualigrpin mance is only slightly affected. Otherwise, the perforneanc
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Fig. 13. Same source verification rate on binary images médaiby

different threshold. [15]

drops severely. The output of MMSE quantizer could be af-
fected by uneven illumination if it is used for binarizatigh [16]
contrast-based quantizer can convey shape informatiomabo
facial organs more precisely. With the help of distance and
Box-Cox transforms, which make the distribution to be moré&’
Gaussian-like and concentrate the energy in the lower srder
of eigenvalues, the performance of PCA + MEDA method!8]
achieved an accuracy of 87.66% on rank 1 in FRGC version
1 experiment 1. Compared to accuracies of 95.96% on 256
grey levels images, the performance decreases about 1084
for binary images. The EBGM method did not perform well.
For the same source verification problem, that arises in many
document understanding applications, the performandeeof t[20]
algorithm is stable. Variations in illumination, howeveiil 21]
lead to a severe performance drop when the images are

lobally binarized.
g y 22]
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